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AI Algorithms – 5: 

Linear and Polynomial 
Regressions



Linear vs Polynomial Regressions

• https://www.numpyninja.com/post/why-polynomial-regression-and-not-linear-
regression 
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https://www.numpyninja.com/post/why-polynomial-regression-and-not-linear-regression


Linear vs Polynomial Regressions

• https://www.i2tutorials.com/difference-between-simple-linear-regression-and-multi-linear-regression-and-polynomial-
regression/ 
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Variations: Polynomials

• https://www.analyticsvidhya.com/blog/2021/10/understanding-polynomial-regression-model/ 
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L1, L2 Loss and Regularization

• https://towardsdatascience.com/only-numpy-implementing-different-combination-of-l1-norm-l2-norm-l1-regularization-and-
14b01a9773b?gi=698f128eaf25 

https://medium.datadriveninvestor.com/l1-l2-regularization-7f1b4fe948f2 
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Loss Functions (Regression)

• https://www.datarobot.com/blog/introduction-to-loss-functions/ 
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L1 and L2 Loss

• https://amitshekhar.me/blog/l1-and-l2-loss-functions 
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L1 vs L2 Loss

• https://stephenallwright.com/l1-vs-l2-loss 
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Loss functions for Classification and Regression

• https://heartbeat.comet.ml/5-regression-loss-functions-all-machine-learners-should-know-
4fb140e9d4b0 
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Why Polynomial Regression?

• https://serokell.io/blog/polynomial-regression-analysis 
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Polynomial Fitting of Data

• https://towardsdatascience.com/polynomial-regression-an-alternative-for-neural-networks-c4bd30fa6cf6 
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Underfitting, Overfitting

• https://mindmajix.com/polynomial-regression 

https://mindmajix.com/polynomial-regression


Linear, Quadratic, Cubic Fitting

• https://slideplayer.com/slide/10830946/ https://towardsdatascience.com/polynomial-regression-
bbe8b9d97491 
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Linear, Quadratic, Cubic Fitting

• https://skill-lync.com/student-projects/Fitness-Characteristics-of-Linear-Cubic-polynomial-Curve-Fitting-for-Cp-data-using-MATLAB-67420 , 
https://www.cuemath.com/algebra/linear-quadratic-and-cubic-polynomials/ 
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Loss Function for Polynomial Regression

• https://www.analyticsvidhya.com/blog/2021/10/understanding-polynomial-regression-model 

“Loss Function refers to a single training example, whereas the Cost Function refers to the complete training set.”
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